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Course’s objective 

Many important questions in economics remain unanswered, partly because the data 

necessary to address them is encoded into high-dimensional data structures such as images 

or text. Applied scientists have become increasingly interested in using deep learning models 

to transform these data into simpler representations, which can be used as inputs for 

subsequent analysis. After introducing predictive modelling, this course provides a 

comprehensive understanding of neural network models, as well as some of the most capable 

structures to process image and language data. From a strong base in theory and 

mathematical formalisation, focus is kept on intuition and efficient implementation using 

Python, both to illustrate abstract statistical concepts using simulated data and to implement 

the models studied in class. 

Outline 

The course is organised in four three-hours sessions. Each session articulates a theoretical 

lecture and practical applications using Python. The sessions are organised as follows: 

Lecture 1: Predictive modelling 

Function approximation – Inference and prediction – Bias and variance – 

Regularisation – Resampling methods 

Lecture 2: Neural networks 

Model structure – Learned representations – Estimation – Backpropagation – Better 

optimisation 

Lecture 3: Image modelling 

Images as data – Image processing – Convolutional networks – Applications (e.g. image 

classification, segmentation) 

Lecture 4: Language modelling 

Text as data – Embeddings networks – Recurrent networks – Applications (e.g. 

sentiment analysis, semantic distances) 
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Course materials 

Lectures, practical exercises, papers and other resources will be made available on the 

Dropbox of the course, which is updated before every lecture. Students should bring their 

personal computer with administrator rights and a working internet connection. For the 

practice sessions, we will use a Miniconda or Anaconda distribution of Python, which provides 

basic packages and simplify management. A Conda environment containing the necessary 

packages will be provided before the class. 

Assessment 

Students are assessed on the basis of a final project. The project entails selecting a research 

question involving a prediction task, preferably related to the PhD thesis, and addressing it 

using the tools and models covered in class. The final submission must be formatted as a 

poster summarising the analysis, with an optional appendix, and the replication code. 
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Specific references will be given in class. 


